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1 Algorithm implementation and practical considerations

We recommend selecting tuning parameters by minimizing out-of-fold prediction error in V'-fold
cross-validation. In our implementation, we use the tuning parameter pair

v
arg min Z 1Y, — XoB_urrl 7,
A v=1

where Y, are the responses in the vth fold centered by the responses outside the vth fold, X, are
the predictors in the vth fold centered by the predictors outside the vth fold, and B_v, A 18 the
estimated regression coefficient matrix using the data outside the vth fold with candidate tuning
parameters A and 7.

The first order conditions, which can be derived from Proposition 1, can be used to select a set
of reasonable candidate tuning parameters for \. When Pen(8) = |B|1 = >_; ; |Bjxl, if

A > 20" max  {[X'Y ], jsign((X Y] )},

then 3 = 0. Thus, for any set of candidate 7, we set Apay = 2n‘1maxi,j{[X’lY]i,jsign([X’Y]m)}

M-—m m—

and Apin = 0Anax. Following |Gu et al.| (2018)), we then set )\, = )\EAK, m=1,...,M,
where M is the desired number of candidate tuning parameters. We recommend using a coarse
grid of candidate tuning parameters to select 7. In our simulations, we used a subset of 7 €
{10° : © = 4,3.75,...,—2.75,—3} and 6 = 10~!. For applications where a more refined grid is
desired, we recommend running an initial cross-validation on a coarse grid for 7 and then refining

over the tuning parameters which yield small cross-validation prediction error.
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We also employ warm-start initializations to compute the entire solution path more efficiently
and avoid local minima. With 7 fixed, we first compute our estimator for \; after initializing the
algorithm at the matrix of zeros. Then, for \,, we initialize the algorithm at the solution obtained
for A\, and so on.

2 Proofs

2.1 Proof of Theorem 1

We observe n independent realizations of the random pair (Y, X;) where each pair is generated
according to the data generating model

Yizﬁizi—i—ei, Xlzzz—i—Uz, izl,...,n

where each z; € R” is nonrandom. We assume that the U; € R? and ¢; € R? are independent, mean
zero random variables with (co)variance 02,1, and 721, respectively. Let U = (Uy,...,U,) €
R™4, X = (Xy,...,X,) e R™PY = (Yy,...,Y,) e R Z = (z,...,2,) € R"P, and
€= (€1,...,6,) € R"4 1t follows that

E(X'Y) =nYz8., E(X'X)=n3Sz+no’,l, EY'Y)=n8Yz8.+ny1, (1)

where ¥, =n~12'Z.

We now prove the result of Theorem 1. We want to show E [VF,(3)] = 0. Note that the
expectation is taken with respect to the joint distribution of (Y, X). Notice, letting 2 = /., 8, +71,,
using the result of Proposition 1,

E[VF.(3.)] = —2n'E [—B*Q_I(Y —XB)(Y - Xp )0 -Y'XQ !+ X’XB*Q_I}
= —2n"'E [—6*Q_I(Y’Y ~Y'XB, - XY + X' X)) -Y'XQ ! + X’XB*Q_I}
and using the linearity of expectation and the expectations from
XX —B*Q_lﬁ*zZﬂ*Q_l - ’Yfﬂ*Q_lQ_l + B*Q_lﬂ*zZﬁ*Q_l + B*Q_lﬁ*ZZﬁ*Q_l
— BB 8.07 = 0L BT BLOT = B80T + 22807 4 07,807
= _735*971971 - Uiuﬁ*ﬂilﬁiﬁ*Qil + Ofuﬁ*Qil
= —B.Q7 (VT + 02,8807 + 07,807 )

Thus, if we can select 7 such that
(%%Iq + Uzuﬁ;ﬁ*)(ﬁiﬁ* -+ 7'])71 = O'fufq, (3)

then (2)) is equal to zero, from which the conclusion follows. Right multiplying both sides of((3) by

(BLB. + 7I),
UEuﬁiﬁ* + 731q = Uzuﬁiﬁ* + UEUTLJ’

it follows that if 7 = JTQ then holds, from which the result follows.



2.2 Proof of Proposition 1
We first compute the gradient of 7 where
F(B) = {88+ L] " 0 (Y - XBY(Y - XB)}.

In the first step, we apply the product rule for matrix-valued functions. Let Q; = [5'8 + 71,] and
Q2 =n1(Y — XB)'(Y — X ), so that we can write the differential

dtr {[5/5 +7I) TN (Y = XB)(Y - Xﬁ)} = tr {(dQ7")Q2 + Q7' (dQs) } “4)
=tr {(dQ7")Q2} +tr {Q7'(dQ2)} =T1 + Ty

where follows from Chapter 8.1, (15) and (20), of Magnus and Neudecker| (1988). Then,
dealing first with 77,

Ty = tr {(dQ7")Q2} = tr {—Q7 ' (dQ1) Q7' Q2 } = tr { —Q7'Q2Q7 ' (dQ1) } = tr {—Q5(dQ1)}

where, letting Q3 = Q] 'Q2Q7 ', the second equality comes from Chapter 8.4, (1), of Magnus and
Neudecker (1988)). Expanding () and using that ()3 is symmetric,

=tr {—Q3(dQ1)} = tr {—Qsd(8'8+ 71,)} = tr {—2Q35'(df)} + C4 5)

where C is a constant such that d% = 0. Thus, because 7tr {A(dX)} = A’, combining (3) and
the definition of ()3, it follows that

T tr{=2Q30'(dB)}
dg dg

= =2n"'B(F'B +71,) (Y = XB)(Y — XB)(B'B +7L,) .

We now simplify 75. Recalling that (), is symmetric,

Ty = tr {Q7(dQq) } = tr {Q7'd{(Y — XB)'(Y — XB)}}
=tr {Q,'d(-Y'XB - BX'Y + FX'XB)} + Oy
=tr {—Q7'Y'X(df) — Q7' (dB)X'Y + Q:1(dB) X' X B+ Q18 X' X(dB)} + Cs
= tr {—2Q7'Y'X(df) +2Q:4' X' X (dB)} + Cy (6)

where C, is a constant such that do—g = 0. Finally, using (6), it follows that

T, tr {—2Q7'Y'X(dB) + 2,8/ X'X(dB) }

o - =~ XY (B8 + rI 2 XX BB+ 1)




Thus,
T +T;

VF(8) = w =207 BQTNY — XB)(Y = XB)Q1" — 2n ' X'Y Q" + 207 X' XBQ,

which establishes the first part of Proposition 1.

We now prove the Lipschitz continuity of V., over bounded sets D, = {5 : ||5||r < k} for
k < o0o. To establish Lipschitz continuity we show that for fixed x, there exists a universal constant
L,. such that 3 3

IVF-(B) = VE(B)ll2 < Ll = B2,

forall 3 € D, and 3 € D, where || - ||, denotes the spectral norm. Let Q, = '8 + 71,
Throughout this section, let ¢ (A) denote the largest singular value of A. Implicitly, we assume
that || X' X2 = o1(X'X), | X'Y ]2 = ¢1(X'Y) and || Y'Y ||2 = ¢1(Y'Y") are bounded. From the
triangle inequality, it follows that

= =207 QT (Y — XB)'(Y = XB)Qy" + 207 BQ; (Y — XB)' (Y — XB)Q;

=207 XY(Qr = Q1) + 207\ XX(BQT - SO
<27t = BQTNY = XB) (Y — XB)Q + BT MY = XB) (Y — XB)Qr |2
+2n 7 XY(Qr — Q)2 + 207 XX (BQT — BRI

= 2n_1(A1 + AQ + Ag) (7)

We start by bounding A3 from (7)):

Ay = | X'X(BQT" — BT

< X' X2 18Q7" — BQT |2 (8)
< X' X2 1BQT = BQT 2 + 1X' X |2/ 8T — QT |2 )
< X' X[ |QT 2118 = Bll2 + 1 X' X 21181211 Q7" — Q1 M- (10)

where (8) and (10) follow from submultiplicative property of the spectral norm, and () follows
from the triangle inequality. We then bound ||Q;* — Q7! ||2. Recalling that ), and Q; are invertible,
it follows that

Q7" — Q12 = 1@ (@1 — Q1) Q7 2
< QM1 Q7 Ml 1Ry — Qull: (11)
= Q7 Ml 1Q1 2118’8 — BBl
< QT 11QT 121188 = B'Bll2 + Q7 1@ 12188 — BBl (12)
< 1QT 2 11Q7 M I2118112018 = Bllz + QT 121Q1 2118112118 — Bl (13)



where and follow from the sub-multiplicative property of the spectral norm; and
follows from the triangle inequality. Notice, we can bound ||Q; (|2

QT 2 = @1(Q17) = [pg(Qu)) ™ = g (BB + 71| " <770 (14)
Hence, [|Q7'||]> < 77" and by the same argument Q7! |2 < 77 and by definition of D,., ||3]|2 <
18llr < kand |82 < ||B|lr < k. Thus, from (13)),
lQr" = Qr'l2 < 27718 = Bll2, (15)
and consequently, combining (I0) and (15,
Ay < T (XX)NB = Bll2 + 2627 20n (X X)|B — B2 (16)
= (X X) (" +28777)18 = Bll2 = K18 = B2 (17

The bound for A, = || X'Y (Q7'—Q7")||; follows immediately from the submultiplicative property
of the spectral norm and (13):

IXY (@' = Qe  IX'Y Q" = Q1 tlle < 27 kIIX'Y 2|8 — Bll: = K| 8~ Bllr (18)

Then, to bound A;, we start by using the triangle inequality:

A= = BQTNY = XB) (Y — XB)QT" + BQT (Y — XB) (Y — XB)Qr |2
<BQIY'Y Q! = BOTY'Y QT |2 + |18QT 'YX BQT — QLY XBQT! |
+BQT'BXY QT — BAT' A XY QT 2 + 18QT' B X' XBQT — BQT B X' X BT |2
= A+ A+ Aig + A 19)

We bound each term in (19). Starting with Ay,

An = BQIY'Y QT - BRTY'Y QT

< IBQIY'Y Q! — BRTY'Y QT |2 + 1BQT Y'Y Q! — BOTY Y Q2 (20)
<18 = BlAlQ I3 Y Il + 18121107 Y'Y Q' — Q7' Y'Y Q1 2 1)
<18 = Bl QT BIY'Y |2 + 1821107 — Q1 1YY |2l Q1 12

+ 1BlI1Q7 Y Y 2@ — Q112 (22)

where (20) and (22) follow from the triangle inequality; and (21) follows from the submultiplicative
property of the spectral norm. Using the bound established for ||Q;" — Q7|2 in (T3) along with
(22), it follows that

An 7201 (Y'Y)IB = Bl + 4620 (Y'Y )7 218 = Bll2 = K| 8 = B2 (23)



Similarly, bounding A;»,

A = ||BQTY'X QT — QY X BT
<|1BQTY'XBQT — BQTY'XBQT |2 + [|BQTY'XBQT — BOTY'XBQ . (24)

<18 = BlQT IBIY X [I218)l2 + 18]21Q7 Y X QT — Q'Y X BQT |2 (25)

<18 = Bl QT BIIY X |2l Bll2 + 1Bl 1Q7 Y X QT — Q7Y X BQT! |-
+Bl11QT Y XBQT — Q'Y XBQ (26)

<18 = BlIQTIBIY'XI218]l2 + 15]l211Q7 — QT IV X (121181l 1Q1 ™ I2
+B1Q MY X 1121 8Q7 " — BRI 27

where (24) and (26) follow from the triangle inequality; and (23] and follow from the sub-
multiplicative property of the spectral norm. Thus, by the bound for 43, e.g., from (8), 18QT —
B 2 < [p1(X'X)]LK3||8 — 8|2, the bound for (T5), and the bound in (7)),

A S 7201(Y' Xk B = Bll2 + 201 (V' X)K 73| B = Blla + 57 01 (XY ) 01 (X' X)) K18 — B2
= K12[8 = Bl (28)

Next, we bound A;3:

A =B BXYQ - BOTAX'YQT 2
<|IBRTBX'YQT - BRI AX'Y Q|2

+ B8R BXY QT — BQT A XY Q12 (29)
< NQTIBIBIIXY [l2l18 = Bllz + 11Bll211Q7 B XY Q" — Q' B XY Q1|2 (30)
< QM BIBINX Y [I2l15 = Bll2 + 1B11Q A XY QT — Q7 B/ XY Q12

+ Bl QT A XY QT — Q7' B XY Q12 31)
< NQT IBIBIIXY [I2l18 = Bllz + 11Bll2118Q1" — BRT |2/ XY |2 Q7|2

+ 1B11QT 2Bl XY [21Q7 — Q12 (32)

where (29) and (31) follow from the triangle inequality; and (30) and (32) follow from the submul-
tiplicative property of the spectral norm. Then, using ||3Q;" — Q7" |l2 < 01 (X' X)) K| 8- Bl
and the bound in (T3), it follows from (32)) that

Ars < 7%k (XY)||B = Bll2 + kot (XY )7 Hor (X X)) 7 K318 = Bll2 + 2637201 (XY) |18 — B2
= K| = Bl &)



Finally, we bound Ay4:

Ay = ||1BQT B XX BQT — BOT B XX PO |2
< |BRY' X' XBQT — BT B X' XBQ
+BQT B X' XBQT — QX' X PO (34)
<18 = Bl QT IBIBIBIX X |l + 18]Il QT 8 X' X BQT" — BT B X'XBQT . (35)
<18 = Bll2llQr 1311811311 XX |2
+1Bl211QT B X' XBQT — Qr B X' XBQ

+ 18l QT B X' XBQT — QT B X X BOT - (36)
< |5 - BHgHQIlH%HﬁH%HX’XHz + HB\IQJI@QT — BT 2 X X |2 Bll2/1Q7 |2
+ 181211Q7 Il X' X (1211 8Q7 — BQT 2 (37)

where (34) and (36) follow from the triangle inequality; and (35)) and follow from the submul-
tiplicative property of the spectral norm. Hence, applying [|3Q;" —3Q1 ||z < ¢1(X'X) ™ K> || 8-
All2 and (I3),

< 726201 (X'X)||B — Bll2 + K27 K318 — Blla]| + KT K18 — Bl
= K48 — Bl|a- (38)

Thus, combining (23), (28)), (33)), (38), (18)), and (16),
IVF(8) = VE(B)ll2 < 20" (Kui + Kip + Kig + Kia+ K + K3)||6 = 5]la,

where Ky, K19, K13, K14, K5, and K3 are constants depending only on 7, x, X and Y, which
verifies the claim.

3 Handling incomplete or missing responses

We can also apply our method to the case that the response variable Y has entries missing at ran-
dom. Fitting the multivariate response linear regression model with missing responses is especially
difficult since standard estimators of >., do not apply. However, under our proposed parametric link
and proposed weighted residual sum of squares criterion, we can construct an approximation to our
estimator.

For this scenario, we propose a modified version of /, which uses only the observed data. Let
O, = {j : Y;j is non-missing} for i = 1,...,n. We propose the observed-data weighted residual
sum of squares criterion

Gro(B) =n"" y {Z > (Vi = BiX) (Y — BLX0)[(B'8 + Tz)—l]j,k} . (39

i=1 \jeo; keo;



where, applying the Woodbury identity,

) T —r 2B, + 77188718 j#k
(BB +71) " = { 1 T_%B;’f[lp + 7_155/]_];@ j=k

As with F, the weighted residual sum of squares criterion in (39) can be used to define a new
class of penalized estimators:

arg min {QTVO(B) + %Pen(ﬁ)} . (40)

BERPXa

The function G, ¢ is differentiable with respect to 3, and thus, we can apply the accelerated
proximal gradient descent scheme from Algorithm 1 to compute estimators from this class.

As with our proposed estimator, as 7 — oo, the estimator (0] tends towards the observed
data penalized least squares criterion. That is, if the penalty is separable in the components of 3
(e.g., Pen(B) = |B|1), then would tend towards ¢ separate penalized regressions with the jth
regression consisting of n; samples for j = 1,...,q.

4 Maximum likelihood estimation

4.1 Blockwise coordinate descent algorithm

In this section, we derive an algorithm to compute the maximum likelihood estimator described in
(3). To solve this problem, we propose to use a blockwise coordinate descent scheme. First, we
fix the variance parameters (0%, 05) and minimize with respect to 3. Then, we fix 3 and minimize
with respect to the variance parameters. This is repeated iteratively until the objective function
converges.

To solve for 3, we use gradient descent. Although this problem is non-convex, first order
algorithms can perform well in such settings. First, we derive the following:

Vatr{n (Y — XB)(028'8 + 031,) " (Y — XB)'} + Vi logdet(o2'8 + o21,).
By the logic applied in the proof of Proposition 1,

Vatr{n (Y = XB)(o1f'B + 031,) " (Y — XB)'}
= —imgl(y - XB)(Y - XB)Q;" + %X'YQ;I + O%inX’Xﬁle

2 2
om n

where
Qp = (ﬁ/ﬁ + 0301_2111) :
Then, we must compute Vg log det(o?3'3 + o31,). Using the same approach as in the proof of



Proposition 1, with differential rules coming from Magnus and Neudecker (1988)),
dlogdet(c?8'8 + 031,) = tr { (628'8 + 021,) " d (6288 + ggfq)}
o6+ o3L,) " d(85) )
20} (afﬁ'ﬂ +o31,) " Fas}
= 2018 (o188 +031,) "

1

tr

=tr

/—’;\/—H/—/H

Putting it all together, we have
Votr{n™ (Y = XB)(028'8 + 031,)" (Y — XB)'} + Vs log det(o25'3 + 031,)
2 2 2 .
=~ B (Y — XP)(V = XP)0! + - XV + - XX, + 207 (0158 + 031, !

2
om

9 2 2
2 BOTNY — XBY(Y — XA 4+ XY QS 4+ o XX B + 2807
B - XOY(Y - XA+ XY+ 2 XIXP0! + 200
= VG(B;07,03)

Then, we iteratively update 3 using ¢+D = g0 — 1VQ (B 02 02) where p is a step size for
t =1,2,... until the objective function value converges

Solving for o2 and o2 with §3 fixed is only slightly less challenging as we can use two dimen-
sional solvers. Notice

t{n (Y — XB)(0388 + 03,) "' (Y — XB)'} +log det(0?88 + 031,)
— tr{S(028'8 + 031,)""} + log det (03B + o31,)

where S = n~1(Y — X3)(Y — X3). Then, letting U DU’ be the eigendecomposition of 3’3, we
have

q
= tr {SU(e1D + 031,)'U'} + > log(o1Dj; + 03)
j=1

q
=tr {U'SU(07D + 031,) "} + Z log(01Dy; + 03)
=1

so that with W = U’SU and W, being the jth diagonal of IV,

q
= tr {W (07D +031,) "'} + ) "log(a7Dy; + 03)

J=1

_ Z ( 5 0_2) + Jil {log(02Dj; + 02)} .

Hence, in our 1mp1ementat10n, we use two-dimensional solver opt im in R to solve

RS W,
arg min [Z (m) Z {10g Ul Ji + 0'2)}
J:

a'f >0,o'§ >0
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Figure 1: Contour plots of the negative log-likelihood for g with p = 1, ¢ = 2, n = 10, and varying
values of 0% and o3.

4.2 Challenges of maximum likelihood estimation

In this section, we discuss why maximum likelihood estimation is challenging and discuss heuris-
tically how our approach avoids some of these issues.

One of the first challenges with estimating [, is that the optimization problems, both ours and
maximum likelihood, are non-convex. To show that local minima may indeed be a serious problem
for the maximum likelihood estimator, in Figure [T} we display contour plots of the L;-penalized
negative log-likelihood in a simple example with n = 10, ¢ = 2, and p = 1. The data were
generated from Model 1 of the main manuscript, with o2 (here, 0%) and 7?2 (here, 05) equal to one
and three respectively; and § = (—.962, —.292) generated randomly.

As we see in the contour plots in Figure[I} where no penalty is applied (i.e., A = 0), if the values
of o7 and o3 are poorly initialized, one may end up in a spurious local minimizer. It is important to
recall that when performing maximum likelihood estimation, one must iterate between updating
and (0%, 032), so if one update of (02, 05) or 3 leads to a local (rather than global) minimizer, it may
be difficult to recover the global joint minimizer. When penalties are applied, e.g., A >~ [8;x/,
the problem remains: see the contour plots in Figure 2]

To understand how we may avoid this issue with our approach, we display contour plots of
our unpenalized weighted residual sum of squares criterion in Figure [3] We see that when 7 is
large, the criterion is effectively convex: this agrees with our intuition as when 7 — o0, our

10
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Figure 2: Contour plots of the penalized negative log-likelihood for S with p = 1, ¢ = 2, n = 10,
and varying values of o7 and 3.

criterion tends towards least squares. As 7 — 0, we notice that there begin to appear local minima.
However, recall that when computing the solution path of our estimator, we compute a sequence
of § with 7 decreasing. First, we compute ﬁl with the largest candidate value of 7, 7;. Then we
compute B with the next largest candidate value of 7, 7, after initializing the algorithm at B
Continuing this procedure, we see that, at least in the examples displayed in Figure [3] this would
lead to finding the global minimizer, rather than getting stuck in local minimia. Moreover, unlike
maximum likelihood, we need only solve an optimization problem involving [ once for a single
value of 7, rather than requiring some iterative procedure as is needed in maximum likelihood
estimation.

4.3 Comparison to maximum likelihood in low-dimensional settings

In this section, we compare our estimator with 7 chosen by cross-validation and A = 0 to the max-
imum likelihood estimator described above. We also include the ordinary least squares estimator
to serve as a benchmark.

We generate data in exactly the same fashion as Model 1 of the main manuscript, except we
fix n = 50, ¢ = 10 and let p € {10,15,20,25,30} . We initialize the MLE using o7 = 0.01
and o2 equal to the average variance of the q response variables in the training set. This choice
was based on the contour plots in Figure |1, where we saw that small o7 (relative to 03) led to

11
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B.

=200 =100 =10

Figure 3: Contour plots of the unpenalized weighted residual sum of squares we propose with
p=1,q=2,n =10, and varying values of 7.

fewer local minima. We performed one hundred independent replications, measuring model error,
latent model, and test set prediction error for each of the three methods. Results are displayed
in Figure ] We see that in as p approaches n, our method outperforms the MLE, both of which
outperform the ordinary least squares estimator (as would be expected). Part of the mechanism
of this improvement may be that by treating 7 as a tuning parameter, there is a small degree of
implicit shrinkage of B , which leads to improved performance over the MLE.

S Reduced rank regression simulations

In this section, we present results from an additional simulation study under the reduced rank

regression data generating model. For one hundred independent replications, we generate data
from Model 4, defined below.

— Model 4. We first generate n independent copies of X ~ N,,(0, 3, x) where the (j, k)th entry of
d.x equals 0.7 7=kl Then, conditional on X = z, we generate a realization of Z,

Z=B.,x+ U,
and conditioning on Z = z, we generate

Y =A.z+e,

12
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Figure 4: Results comparing the MLE to our method and ordinary least squares under the data
generating model described in Section 3]

where B, € R°*? is a randomly generated semiorthogonal matrix (i.e., BB, = I5); A, € R??
(details below); U ~ N,,(0,02%,1,), and € ~ N, (0,~21,). Thus, with 3, = B, A, and rank(3,) = 5,

E(Y | X = l‘) = ﬁ;l’, COV(Y ’ X = SL’) - Ufuﬁiﬂ* + Vflzp
with 42 = 3, 02, varying across settings.

To generate A,, we randomly assign two elements of each row to be nonzero. These entries
are drawn drawn from a uniform distribution on (0, 10). We then standardize each row to have
euclidean norm equal to v/15 and randomly assign the normalized nonzero elements a sign. Under
this construction, (., has many entries which are zero, and has diagonals equal to 15, as in the
simulation settings in the main manuscript.

We consider a number of competing methods:

—Ridge—qg. The L, penalized least squares estimator

1 -
arg min ;]\Y—Xﬁ"%+z)‘j“ﬁ-,j’|g @1

BERP*4 =

within tuning parameters A; chosen to minimize prediction error in five-fold cross-validation
for j = 1,...,q separately.

— Ridge-1. The estimator defined in (@2)) except the tuning parameter \; = A for j =
1,...,q with X chosen to minimize prediction error averaged over the ¢ responses in five-
fold cross-validation.

— NN-MC. The version of our proposed weighted residual sum of squares estimator with
Pen(5) = ||B]|«, (i-e., the nuclear norm — the norm which sums of the singular values of its
matrix argument) with tuning parameters A and 7 chosen using the five fold cross-validation
procedure defined Section 1.

13



Pen(/3) 0 = Prox,pen(X) References

1811 =225 184l 0,; =max(|X;;| —7,0)sign(X;,) Tibshirani|(1996); [Rothman et al.|(2010)
181112 = >3, BEN? 6;. =max (1 - X O) X, Obozinski et al.|(2011); |Li et al.|(2015)

() Aij = max(|Xi;| —7,0)sign(X;;)

(ii) 0;. = max (1 - o) A

ZIBhL+ 2|8

l1,2 Peng et al.{(2010); Jenatton et al.{(2010)

(i) svd(X) = Up(X)V",

18]« = Zj ©i(B) (i) 0 — U [max {o(X) — 71,0} V" Yuan et al.|(2007); (Chen et al.|(2013)

Table 1: Closed form solutions for the proximal operators of convex penalties used in multivariate
response linear regression.

— NN-LS. The nuclear-norm penalized least squares estimator, €.g.,|Yuan et al.[(2007),

1
arg i { 211 — X+ Al @)

BERPxa

within tuning parameter A chosen to minimize prediction error in five-fold cross-validation
averaged across the g responses.

— NN-CA. The nuclear-norm penalize variation of CA, the convex approximation to our esti-
mator described in Section 5.

Computation using the nuclear norm penalty is straightforward from the algorithm proposed
in the main manuscript. Specifically, we need only replace the soft-thresholding operator in Algo-
rithm 1 with the proximal operator of the nuclear norm (see Table [I)).

For each replication, we record model error, prediction error, and Frobenius norm error as
described in Section 5. We display the results for each of the five methods in Figure [5| We see
that in each setting, NN-MC performs best, with NN-LS performing similarly. Note that although
the differences appear relatively small between methods, this is in part due to the data generating
mechanism: in almost every replication, the performance of NN-MC was better than that of NN-LS.
Unsurpisingly, the ridge variants and convex approximation to our estimator all perform relatively
poorly.

6 Simulations with 7 = ~, /o2, fixed
We also considered including an additional competitor in our simulation studies. This competitor
was introduced to illustrate the usefulness of treating 7 as a tuning parameter as opposed to treating

it as the ratio of unknown variance parameters. For this purpose, we reran the simulations from
Section 5 of the main manuscript but included one additional competitor: MC-Or, i.€., the “Oracle”
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methods over one hundred independent replications under Model 1.

version of our estimator. This version of our estimator is exactly the same as MC, except 7
7v./0?2, is fixed throughout. Of course, when o,, = 0, this estimator is equivalent to the estimator
Lasso-1, defined in Section 5 of the main manuscript. In all other situations we considered, this
estimator is distinct from MC (although, given the appropriate candidate tuning parameter grid, MC
has MC-Or as a special case). Note that to fit MC—Or, one must still select the tuning parameter
A, which is done by cross-validation, minimizing validation set prediction error in five-fold cross
validation.
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Results are displayed in Figure[6] As can be seen in the top row, under Model 1, the “Oracle”
version performs similarly to MC when o2, , the measurement error variance, is relatively small. As
this variance becomes larger, while MC-Or can perform well, in many replication is performs very
poorly. In the bottom row we display results under Model 2, where, we see that in almost every
replication, when o2, is larger than 0.25, MC—Or does substantially worse than all competitors.
Both of these results can be partly explained by the lack of variable selection accuracy which is
highlighted in Table 3| Specifically, when o2, is small, the variable selection accuracy of MC—Or
is only slightly worse than the variable selection accuracy of MC. However, as 02, gets larger, e.g.,
when Ufu = 1 under Model 1, we see that MC—-Or has both the lowest TPR and highest FPR
of all methods, meaning it excludes the most important variables and includes the most irrelevant
variables. Together, these results suggest that the additional flexibility which comes from treating 7
as a tuning parameter, even in the case that it has a parameteric interpretation and these parameters
are known, lead to improved shrinkage estimation. This results corraborates another observation:
that when using the CoCo-1asso estimator of Datta and Zou (2017)), treating the measurement
error variance as a tuning parameter often leads to better prediction accuracy than using the true
value (which is often unknown in practice).

7 Additional simulation settings

We consider another model similar to Model 3 in the main manuscript, which we call Model 5.
Specifically, in Model 5 we generate data in exactly the same manner as under Model 3, except
we use [Y.z]ix = 0.99F for (5, k) € {1,...,q} x {1,...,q}. Just as in Model 3, under Model
4, the mean-covariance parametric link is violated as the error correlations are induced from both
measurement error and correlation of the errors in the “clean” model.

Results under Model 5 are displayed in Figure [/| Just as under Model 3, we see that as -,
increases, the performance of our method, MC, approaches the performance of all other methods.
Nonetheless, in every setting we considered here, our method performed as well or better than all
competing methods. These results further suggest that our method is reasonably robust against
violations of the parametric assumption that [3.];; o< 3,84 for j # k.

8 Additional Tables and Figures
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